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I.  Introduction 
 
The objective of the Autonomous Vehicle Navigation Using Stereoscopic Imaging 
senior capstone project, NavBot, is to develop a robot that can independently 
navigate through a terrain that contains colored obstacles.  The system will utilize 
stereoscopic imaging and color correlation to detect objects in its path.  It will 
then calculate the distance from the robot to the obstacles.  Distance calculations 
will be made using the pinhole model for the cameras.  There will be two modes 
of operation for the robot.  The first mode, calibration, will be used to setup and 
ensure that the subsystems are functioning within specifications.  Navigation 
mode will be the main mode of operation.  The goal is to navigate through the 
terrain as quickly as possible. 
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II.  System Description 
 
The system will consist of two cameras, a Gateway laptop computer, and an 
ActivMedia Pioneer 2 Mobile Robotic Platform as depicted in Figure 1.  The 
robotic platform will be the same one that was used in the GuideBot and MapBot 
projects of 2005 and 2006 respectively.  The cameras will be Logitech Buddy 
Cams.  The two cameras and the laptop computer will be mounted on top of the 
robotic platform.  
 
The NavBot will use stereoscopic imaging and color correlation to assess the 
terrain through which it is moving.  Stereoscopic imaging is a technique used to 
create a three-dimensional map from 2 two-dimensional images.  The distance 
from the robot to obstacles in its view can be calculated from the resulting three-
dimensional map.  The robot will be stationary when the images are to be taken, 
allowing the images to be captured one after the other rather than 
simultaneously.  The three-dimensional map will be generated using edge 
detection and color space correlation.  Appendix A contains a short description of 
color space correlation.  The distance to the obstacles will be calculated using 
the pinhole model for the cameras.  Information regarding the pinhole model can 
be found in Appendix B. 
 
There will be two modes of operation:  Calibration and navigation.  The 
calibration mode will be used to set up the various subsystems and confirm that 
they are operating with in the specifications.  The system will switch to navigation 
mode once calibration is complete. 
 

 
Figure 1: System Block Diagram 
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III.  Subsystem Requirements 
 
Each of the three subsystems described above are expected to perform within 
certain specifications.  The specifications for each subsystem will be described in 
the following sections.  Summaries of the specifications are also given in Tables 
C1 through C4 in Appendix C. 
 
1.  Camera Requirements 
 
Both camera systems will be the same therefore the requirements for each 
camera are identical.  As depicted in Figure 3, the cameras detect photons and 
output a digital image.  The stereoscopic imaging calculations will be based on 
color correlations between the two cameras.  In order to avoid false matches 
while correlating the images, the distance in color space between the colors seen 
by each camera shall not exceed 50 out of 255.  In order to achieve the speed 
requirements, the cameras shall output images at a resolution of 320x240.  A 
resolution greater than this will result in more calculations, therefore slowing 
down the system.  The cameras shall be focused manually to avoid 
complications with any auto focus software or circuitry.  The system begins 
making navigation decisions once it is within one meter of the closest object.  To 
guarantee the system does not collide with any obstacles, the depth of field from 
the camera shall be at least three meters. To ensure proper light exposure, the 
camera shall have a minimum aperture of f/32. The focal length is the measure of 
how strongly the lens focuses light.  There is no requirement for focal length, 
however it will need to be known for the distance calculations. The cameras shall 
not have any on board software or circuitry that is used for face tracking.  Due to 
the available ports on the laptop computers, the cameras shall interface with the 
laptop computer via USB.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 5 

2. Laptop and Software Requirements 
 
The laptop computer will be mounted on top of the robotic platform, as shown in 
Figure 2.  It will perform all of the calculations and generate control signals.  It 
grabs images from the cameras for analysis.  As stated in the camera 
requirements, USB interfaces shall be used.  Since there are two cameras, the 
laptop shall have at least 2 USB ports.  The laptop will also be interfaced with the 
robot platform.  The robot requires a serial interface.  Therefore, the laptop shall 
have at least one serial port.  The laptop shall also have the Mathworks Matlab 
package installed with the Image Processing and Image Acquisition toolboxes in 
order to perform the software tasks.   
 
The goal of the NavBot project is to navigate through a terrain as quickly as 
possible.  To achieve this goal, the software must be quick and efficient.  There 
are five blocks to the software subsystem as shown in Figure 8.  The first step 
shall only take about one half of one second.  Blocks two, three, and four shall 
require less than 15 seconds to complete.  The final block shall also require less 
than half of one second.  The distance calculations need to be very accurate to 
avoid colliding with any obstacles.  The software shall be capable of detecting 
edges of objects to within 1cm of accuracy.   
 

 
Figure 8: Software Block Diagram 
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3. Robotic Platform Requirements 
  
The robot needs to be able to maneuver with speed and precision.   The body of 
the robot is 44 cm x 38 cm x 22 cm.  It is capable of traveling 1.6 meters per 
second on flat surface with no payload.  For each meter of travel, the robot shall 
be within 4 cm.  Should the robot need to turn around, its turning radius is 32 cm 
swinging from a stationary wheel.  The robot’s wheels have a diameter of 32cm.  
The motor gear ratios are 38.1:1 and each motor has a 500 tick rotary encoder.  
These specifications were taken from the robot manufacture’s website, 
www.activmedia.com.   
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Appendix A 
Color space Correlation 

 
Color space correlation is a technique used in stereoscopic imaging to correlate 
images taken from two cameras.  The following information was taken from Nick 
Patrick’s paper Stereoscopic Imaging.  The NavBot system will utilize this 
technique. 
 

In order to determine the image disparity for each point, the correlation 
between one pixel and another needs to be defined.  Since the images are 
supplied as RGB matrices, I can determine the distance in the color space 
for each color and sum each difference.  The norm function is used for this 
purpose. 
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The square root term in the distance function could be eliminated to make 
the calculation more efficient; however it is useful in this case for keeping 
the range of distance between 0 and 255.  The terms in the distance 
function correspond to the intensity of each pixel in each color, i.e. RX, GX 
or BX.  The pixel from each diagram is referred to by XL or XR for the left 
or right figure.   
 
In order to visualize the color space distance function, it is useful to 
imagine each color to be an axis.  The distance between two points is then 
defined by the equation above.  The image in Figure 9 shows two points in 
the color space dimensions.  The coordinates of the points are R(230), 
G(100), B(40) for the red point and R(100), G(230), B(200) for the blue 
point.  The distance between these points is 203.3.   
 

 
Figure 9: Two points in color space 
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Now that distance between two colors is defined, this function has to be 
applied to find corresponding pixels between two figures.  Since each 
figure is aligned vertically, each pixel on the left figure only needs to be 
checked against the pixels on the same scan line on the right figure.  The 
method that was used to determine the minimum color distance is to slide 
the right image across the left image from left to right.  In order to ensure 
that noise does not cause too many false positives, each subtracted 
image is filtered by a small Gaussian filter from the MATLAB image 
processing toolbox.  The filter causes each color distance to be affected 
by the color distance of its neighbors.   
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Appendix B 
Pinhole Camera Model 

 
The section below concerning the equations to determine the 3D position of 
objects using stereoscopic imaging is taken from the Project Proposal of the 
team that previously worked on this project, Brian Crombie and Matt Zivney.  
These equations are derived for a system with the cameras mounted in line 
vertically.  The NavBot system will have cameras mounted in line on a horizontal 
axis.  The equations will be modified to reflect this difference. 

 
The equations to calculate the 3D position of an object in Cartesian 
coordinates using locations of the object in two camera images are shown 
below. This technique is known as stereoscopic imaging. Figure 10 shows 
the setup of the cameras and the coordinate system to ensure the validity 
of these equations. The two cameras are placed so there is an upper and 
a lower camera, and the lower camera must be centered on the x-y axis. 
The x-axis is assumed to be vertical, the y-axis is horizontal and 
perpendicular to the line of sight from the center of the cameras, and the 
z-axis is horizontal and parallel to the line of sight from the center of the 
cameras. The positive z-axis is pointing toward the objects to be viewed. 

 
In the above equations, d is the distance between the centers of the 
cameras and f is the focal length of the cameras. It is assumed f is the 
same for both cameras. XD is the distance in the x-axis between the 
object in the lower camera and the center of the lower camera. If the 
object in the lower camera is above the center of the camera the distance 
is positive while if the object is below the center of the camera the 
distance is negative. XU is the same as XD applied to the upper camera. 
The distance in the y-axis between the object in the camera and the 
center of the camera will be the same for both cameras, so YD=YU. If the 
object in the cameras is to the right of the center of the cameras (facing 
the back of the camera) the distance is positive while if the object is to the 
left of the center the distance is negative. Figure 10 shows the sign 
convention for the variables XD, XU, and YD described above. Equations 1 
and 3 were found on the Cooper University website, www.ee.cooper.edu, 
in the week 5 lecture notes for EE 458. The equation to calculate Y was 
derived using Equation 3 and the equation for a line in the y-z plane from 
the origin to an arbitrary point in 3D space. 



 10 

 
Figure 10: Setup of system to ensure validity of design equations 
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Appendix C 
Subsystem Specification Summary Tables 

 
Table C1:  Camera Specifications 

Color 16 bit 
Focus  Manual 
Interface USB 
Aperture f/32 
Resolution 320x240 
Depth of Field 3 m 
Face Tracking No 

 
Table C2:  Laptop Specifications 

USB Ports At least 2 
Serial Ports At least 1 
Processor Speed 1.6 Ghz Pentium M 
Memory 512 Mb 
Software Matlab 

Image Acquisition Toolbox 
Image Processing Toolbox 

 
Table C3:  Software Specifications 

Retrieve Images 0.5 seconds 
Analyze Images 5 seconds 
Calculate Distances 5 seconds 
Determine Direction to Move 5 seconds 
Send Instructions To Robot 0.5 seconds 
Distance Calculation Accuracy 1 cm 

 
Table C4:  Robotic Platform Specifications 

Height 38 cm 
Length 44 cm 
Width 22 cm 
Max. Speed 1.6 m/s 
Turning Radius 32 cm 
Wheel Size 16.5 cm dia 
Motor Gear Ratios 38.2:1 
Motor Rotary Encoders 500 tick 
Movement Accuracy 4 cm per 1 m of travel 

 


